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Ethical and Societal Implications of Data Scier

Datadriven innovation is deeply transforming society and the economy. Although there are potentially enormous economic aberseftis| this
innovation also brings new challenges for individual and collective privacy, security, as well as demaktpacti@pation. The main objective of th
CSA &IDES is to complement the research on priyaegerving big data technologies, by analysing, mapping and clearly identifying the main s
and ethical challenges emerging from the adoption of big dethnologies, conforming to the principles of responsible research and innova
setting up and organizing a sustainable dialogue between industry, research and social actors, as well as networkingnaithRlesearch anc
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and collect their input, framing these results in a clear conceptual framework showing the potentiabffadetween conflicting neds and providing
a basis to validate privagyreserving technologies. It will prepare and widely disseminate community shared conclusions and recommen

highlighting the best way to ultimately build confidence of citizens and businesses towardgd@mnd the data economy.

Find more athttps://e-sides.eu/resources/deliverabld32-assessmenbf-exiding-technologies

This white paper is based on Deliverable D3.2 of H#RES project. Within the scope of the deliverable, pripaegerving technologies are assess
taking ethical and societal issues into account. The paj@presents an overview of existing privagseserving technologies (based on Deliveral
3.1) and of the ethical and societal issues taken into acc¢heded on Deliverable 2.8) order to describe the results of the assessment of |
technologies.

Find moreDeliverable D3.1 Overview of Existing Technoldudtes://e-sides.eu/resources/deliverabi@l-overviewof-existingtechnologies
Deliverable D2.2 Listd Ethical, Legal, Societal and Economic Issues of Big Data Techriutpgi#e -sides.eu/resources/deliverabig2-lists-of-
ethicatlegalsocietaland-economicissuesof-big-datatechnologies
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https://e-sides.eu/resources/deliverable-d32-assessment-of-existing-technologies
https://e-sides.eu/resources/deliverable-31-overview-of-existing-technologies
https://e-sides.eu/resources/deliverable-22-lists-of-ethical-legal-societal-and-economic-issues-of-big-data-technologies
https://e-sides.eu/resources/deliverable-22-lists-of-ethical-legal-societal-and-economic-issues-of-big-data-technologies

{hesIDES  Qyerview of ExistinBrivacyPresewingrechnologie:

Encryption or removal of personally identifiable information
A e In the context of big data applications, traditional anonymisation techniques fail because there are hundreds of data points for a single
nonymisation individual. Privacy models that may be used when anonymizing data include k-anonymity, |-diversity, t-closeness and differential privacy.

Encoding of information so that only authorised parties can access it

In the context of big data applications, combining the advantages of public key encryption in scalability and key management with the speed
and space advantages of symmetric encryption is not enough. Fine-grain sharing policies are necessary that go beyond the encrypt all or
nothing model. Relevant cryptographic primitives include attribute-based encryption, proxy re-encryption and functional encryption.

Encryption

Encryption or removal of sensitive information
Sanitisation techniques other than encryption and removal of columns include masking data, substitution, shuffling and number variance. A

Sanitisation key problem is that it can be difficult to find substitution data in large quantities.

Selective restriction of access to places or resources

Big data applications typically require fine-grain access control. Approaches such as role-based access control increasingly lack
manageability. Attribute-based access control and similar approaches support fine-grain access control policies in big data based on
attributes that are evaluated at run-time.

Access control

Multi-party Distribution of data and processing tasks over multiple parties
MPC is a field of cryptography with the aim to allow securely computing the result of any function without revealing the input data.
Although MPC was proven to be theoretically plausible, there are only very few practical applications. Key challenges in the big data

computation

(MPC) context are utility, performance and ease of use.
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Policy
enforcement

Accountability

Transparency

Access and

portability

Enforcement of rules for the use and handling of resources

Automated policy enforcement mechanisms are particularly important in the big data era as policies get easily lost or neglected in the
course of data being transferred between different systems. Data expiration policies, for instance, are already enforced by some big data
solutions.

Evaluation of compliance with policies and provision of evidence

A cornerstone of accountability in the context of big data applications is the provision of automated and scalable control and auditing
processes that can evaluate the level of compliance with policies. Provable data processing and proofs of retrievability are among the main
approaches to cloud data-integrity verification without retrieval.

Explication of information collection and processing
In the context of big data applications, transparency may be achieved by purely textual information, multichannel and layered
approaches and standardized icons and pictograms. Transparency is considered critical to allow data subjects informed choices.

Facilitating the use and handling of data in different contexts
Having access to data means that data subjects can look through and check the data stored. Portability gives data subjects the possibility
to change service providers without losing their data.

Specification and enforcement of rules for data use and handling
Means that allows reaching user controlinclude consent mechanisms, privacy preferences, sticky policies and personal data stores.
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Ethical-and SocietalslssuefsBig Data dechnologies

A claim, an entitlement or a right of an individual to determine what information about himself or herself can be communicated to others
Human dignity includes both self-respect and respect towards all humans by humans without any interests. The intrusion into peoples'
privacy and organisations’ business practices is perceived as problematic. Big data has integrated itself into nearly every part of people’s
online life and to some extent also in their offline experience.

The free choice of one’s own acts without external compulsion
Big data driven profiling practices can limit free will, free choice and be manipulative in raising awareness about, for instance, news, culture,

politics and consumption. Thereby, they impede autonomy. The pressure towards conformity is referred to as normalisation. This restricts the
breadth of choices, and pushes back pluralism and individuality.

The general state of health or the degree of success of a person

Big data-based calculations in which commercial interests, rather than non-profit-led interests, are prioritised, are examples of situations in
which solidarity is under pressure. Detrimental implications can emerge in the contexts of employment, schooling or travelling by various
forms of big data-mediated unfair treatment of citizens and adversely affect human welfare. Big data has indirect effects on the environment.

The dependence of two or more people or organisations on each other

The dependency of people and organisations on organisations and technology leads to a limitation of flexibility. Organisations are strongly
dependent on the data as well as the big data technologies they use. Due to the fact that the application of big data technology is not a
single linear process, but consists of different stages, with different actors involved, the harms connected to it can have an incremental
character that is not only difficult to articulate but also difficult to attribute to any given stage or actor.

The abhility to be relied on as honest or truthful

Citizens often do not know how to refuse or rectify their digital profile, in case there are falsely accused, e.g.: false negatives during biometric
identification, false positives during profiling practices. Their trust is then undermined. Data reuse in the world of big data can also have
diverse detrimental effects for citizens. This puts non-maleficence as a value under pressure. The risk of abuse is not limited to unauthorized
actors alone but also to an overexpansion of the purposes of data use by authorized actors.

The properties that ensure that the actions of a person or organisation can be traced uniquely to the person or organisation

Big data technologies challenge to a large extent the possibility of holding accountable any single actor taking part in the different stages of
big data gathering, processing and decision making. There is a lack of transparency with respect to organizational algorithms and business
practices. Algorithms, for instance, are not only opaque but also mostly unregulated and thus perceived as incontestable.

Impartial and just treatment or behaviour without favouritism or discrimination
Unfairness puts constant pressure on the value of justice. As none of the relevant rights is of absolute character, in cases of conflict with
another right or interest, a right can be limited pursuant to the principle of proportionality. Not everybody or every organisation is in the same

starting position with respect to big data. Discrimination is understood as the unfair treatment of people and organisations based on certain
characteristics.




